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Open-E JovianDSS gp@/)-g

The aim of this document is to demonstrate an example setup of a SAN volume backup which can be called
Round the clock backup of everything.

Round the clock: Because the replication task can run every minute for 24/7/365

Backup of everything: Because it can backup virtual machines including operating systems,
applications, databases and all kind of user data

On- & Off-site Data Protection creates the backup copy of the production volume with just a minute delay, and
with guaranteed access to previous versions. The number and age of previous versions are defined by the user.
The number and age of previous versions can be different on the source (production) and destination (backup).
Users can also define more than one destination (backup).

The next slides present the technology details and the setup example starts with slide no. 18.
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On- & Off-site Data Protection 0,0@/7'6’

We e 4 4o pene &9
JovianDSS Data Protection JovianDSS
Production Server Backup Server

The On- & Off-site Data Protection feature is a strategy for
Storage, Backup, Business Continuity and Archiving (optional)
that allows for an instant restore of crucial company data in
case of an unexpected disaster.
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On- & Off-site Data Protection - How it works
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On- & Off-site Data Protection: Retention-interval plans 0,0("/7'6’
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On both local and Off-site locations there are independent snapshots
retention policies for:

= Making new snapshots as often as 5 minutes
= Keeping snapshots even for years without running out of space
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Disaster Recovery 0/7(”/7'0

What are the key factors to measure the
efficiency of disaster recovery?

RPO - Recovery Point Objective

Amount of time between the incident that caused data
loss or corruption and the time of the last successful
backup. Smaller RPO = better.

RTO - Recovery Time Objective

Amount of time required to restore the data and
successfully resume the company’s operations.
Smaller RTO = better.

With On- & Off-site Data Protection both RPO and RTO
can be counted in minutes. These parameters are
among the best in the industry!
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Features & Benefits 0/0@/7-@

All-in-one storage and native backup
Built-in Enterprise-grade Backup and Disaster Recovery.

Backup of everything

All running virtual machines with applications and data even databases backups
are consistent.

Solved problem of Backup Window

Backup Window reduced to minutes, only delta of all-data is replicated every
interval.

Protection against ransomware

Very frequent snapshots with instant access to all-data provide very quick way to
roll-back to the state before a virus attack.
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Features & Benefits
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Old images and data versions can be
accessed / restored quickly. Via SMB
every user has direct access to
"Previous Versions" without
administrator help.
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Features & Benefits 0/0@/7-@

Very light backup engine

Continuous interval-based replication works in the background with insignificant
influence on production. Option to skip virtual machine snapshots in very heavy
load time frames. Third party backup solutions are "very heavy" and generate
high load during backup not to mention expensive.

Optional removal and rotation of

backup media

Thanks to Export/Import users can safely remove
the backup media (disks) and rotate with other sets,
or ship to another location.

Encrypted transport
Data stream is sent via SSH. Easy to send via the Internet.
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On- & Off-site Data Protection & High Availability ap@ﬂ-@

On- & Off-site Data Protection complements High Availability
Clusters, but does not replace them!

On- & Off-Site Data Protection High Availability Cluster

= Protects data by constantly = Ensures business continuity by
backing it up and storing copies providing uninterrupted access to
both locally and remotely data even during hardware
failures

= Allows restoring data to a
previously saved point in case of = Maximizes utilization of hardware
hardware failure or data and network resources
corruption
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Data safety level 1 opeﬂ-e

Open-E JovianDSS production server

Existing company’s IT infrastructure

EEL E@L Egll EQ EJ@ éJ@

TS, M8, i5CS1 “NFS, SvB, 15CS1
open-¢ &3
JovianDSS
Risks Counter measure Restore time
| Virus attack Snapshots Instant
Mt Data corruption Self-healing Instant
| : Disk failure RAID Instant
Rebuild failure None None
:-- | System failure None None
Storage Management ?ril:g;aitggring mg?wlilt%ring Natural disaster None None
| | "3‘ Theft None None
émg W é% B 5@ — @ Human error None None
: " - ) Downtime None None
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Data safety level 2
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Risks Counter measure Restore time
Virus attack Snapshots Instant
Data corruption Self-healing Instant
Disk failure RAID Instant
Rebuild failure Second RAID Instant
System failure None None
Natural disaster None None
Theft None None
Human error None None
Downtime None None
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Data safety level 3 0/7(”/7'0
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Off-site Data |
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Virus attack Snapshots Instant
Data storage with backups |
o5 on satonal po0l s | Data corruption Self-healing Instant
| : Disk failure RAID Instant
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Storage Management monitoring monitoring Natural disaster None None
' gm @E | 5 § - Theft None None
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Data safety level 4 0/7(”/7"0
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;:‘ I Risks Counter measure Restore time
- off-ie Data Protecton | Virus attack Snapshots Instant
| Data corruption Self-healing Instant
- Disk failure RAID Instant
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Human error Remote server Hours

Downtime None None
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Data safety level 5 0,0(’77'0

localsite Remotesite High-Availability Open-E JovianDSS
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| Data corruption Self-healing Instant
:.__ s . Disk failure RAID Instant
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Human error Remote server Hours
Downtime High Availability Instant
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Data safety level 6 0/7@/7'0
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Round the clock backup of everything with On- & Off-site Data Protection 0/06’/7'6’

To set up a backup of everything with On- & Off-site Data Protection, perform the
following steps:

1. Create a Zpool and iSCSI target on source and destination nodes

2. Detach the backup destination volume on the Backup node

3. Create a Replication task

4, List all created snapshots

5. Export the backup volume via a target in order to access or restore the data
6. Detach the volume network-export on the Backup node

7. Clone snapshots in order to access or restore the data

NOTE: This document is using iSCSI volume (zvol) only. The backup of NAS volumes (dataset) will be
analogical. The only difference is that the NAS volumes are exported via a share and the SAN
volumes are exported via an iSCSI target.
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Round the clock backup of everything with On- & Off-site Data Protection ap@ﬂ-@

1. Creating a Zpool and iSCSI target
on both nodes

| JovianDSS: Production node
IP Address: 192.168.0.82

This step-by-step assumes that a pool
and a target have already been
created.

NOTE: Please refer to JovianDSS
Jump-Start in order to create a
Zpool and iSCSI target.

9 + Production-Node

@B hitps;//192.168.0.82

gpen-e o
JovianDSS

E% Storage
{é}% User Management

P
£33 Failover Settings
= 9

}c% Storage Settings

. Backup &
= Recovery

& ] System Settings

[% Diagnostics

In the production node, please go to
the Storage menu.

The iSCSI targets tab shows the
configured zvol00 on the Production
node.

www.open-e.com

X
wae & & 0 8 =

@ About (D Help

{) Rescan <4 Add zpool

[# Options v

<+ Add new target

% | ea Backup-Node x| +
¢ Q search
Storage
© Pool-0
i e Status: Zpool is functioning correctly.
Zpool 1D $622279099308699439 @ Action None required.
Total storage: 127.00 GiB
Disks: 8
Status Disk groups - iISCSl targets Snapshots Shares Virtual IPs
C iscsl targets
- ign.2017-10:production-node target0 —— Status: Active —— Zvols 1
Name Type SCSIID LUN Logical size Physical size
1 zvol00 2vol L1CQ8sRINT2r7 0 1000.00 GiB 127.75 KiB
v Zyols not attached to targets Zvols: 0
P

Zpoals available for import

Rescan required
1 Click Rescan butfon above to scan disks for new zpool

[# Options |v

Compression  Provisioning

1.00  thin ™

Notifications @0 A0 ©O2




Round the clock backup of everything with On- & Off-site Data Protection ap@ﬂ-@

2. Detaching the backup destination
volume on Backup node

sl JovianDSS: Backup node
IP Address: 192.168.0.83

Next, in the Backup node go to the
Storage menu, and select the iSCSI
targets tab.

The backup destination volume
schould be not avilable on the
network. In order to hide the volume

>\< 3 Backup-Node x
@& hitps//192.168.0.83 ¢ | Q Search
open-¢ e
JovianDSS
E% Storage Storage

{gj User Management

© Pool-0-backup

P
£33 Failover Settings
= 9

% Storage Settings i

ONLINE

Status: Zpool is functioning correctly.
Zpool ID: 6768746494006155078 @ A it
=)
w= Backup & Total starage 191.00 GiB.
= Recovery
Disks: 12

& i System Settings

X
wa + a9 L =

@ About (D Help

{) Rescan <4 Add zpool

[# Options v

on the network, click the Options
drop-down menu and select Detach.

www.open-e.com

Status Disk groups iISCSl targets Snapshots Shares Virtual IPs
[% Diagnostics
C iscsl targets -+ Add new target
- ign.2017-10:backup-node target0 —— Status: Active —— Zvols 1
[# Options |v
Name Type SCSIID LUN Logical size Physical size Compression  Provisioning
1 zvol00 2vol 9H8zMqSCDexQ... 0 1.95TiB 162.75 KiB 1.00  thin ™
| [# Edit
X Delete
v Zvols not attached to targets Zvols: 0
>, 2 Detach
-
— Attachto ..
P

Zpoals available for import

Rescan required
1 Click Rescan button above to scan disks for new zpool

|%] Add to backup task

Notifications @0 40 O6
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Round the clock backup of everything with On- & Off-site Data Protection 0/]@/7-@

+ Production-Node 3« Backup-Node X ®
2. Detaching the backup destination = " S J2 s il Bl
volume on the Backup node
open-e

| JovianD55: Backup node
—] |P Address: 192.168.0.83

Detach B
Are you sure you want to detach this zvol from target?

] Zvol will be moved to "Zvols not attached to targets” group.

% No M
-

Next, click the Yes button to confirm =
the detachment.

www.open-e.com
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Round the clock backup of everything with On- & Off-site Data Protection 0/0@/7-@

«3 Production-Node X «3 Backup-Node x4

2. Detaching the backup destination = ** /™= ¢ JI8 S il

gpen-e
volume on the Backup node ovianes O @b

E% Storage Storage {) Rescan <4 Add zpool
open-e x
{53 User Management
. © Pool-0-backup [# Options v
ovianDSS: Backup node =
Jeess]ecesfescc]ecss] 'J * p 2 Failover Sertings
Si ONLINE
PY Py e e IP Addl’eSSZ 1 92.1 68.0.83 gt Status:  Zpool is functioning comactly.
sessfeccofescefecce Storage Settings Zpool ID 6768746494006155078 @ Action None required.
Total storage: 191.00 GiB
S, Backup &
Recovery Disks: 12
{éﬁ SRS ERE Status Disk groups iISCSl targets Snapshots Shares Virtual IPs
[% Diagnostics C iscsl targets ~+ Add new target
- ign.2017-10:backup-node target0 —— Status: Active —— Zvols 0

[# Options |v

Name Type SCSIID LUN Logical size Physical size Compression  Provisioning

No volumes found

Now, the zvol0O0 is listed in the Zvols o eRneb s e
not attached to targets section. 3 o= v
Name ~ Type Logical size Physical size Compression  Provisioning
1 zvol00 zvol 195TiB 162.75 KiB 100  thin ™

Notifications @0 40 ©O6
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Round the clock backup of everything with On- & Off-site Data Protection ap@ﬂ-@

3. Backup task setting

open-e

JovianDSS: Production node
IP Address: 192.168.0.82

Go back to the Production node. In
the menu Backup & Recovery ->
Tasks , click the Add replication task
button in order to start the Backup
task wizard.

%Pdn n-Node %« Backup-Node x|+

=
@B hitpsi//192.168.0.82 @ Q Search w8 + & 8 =

apen-e &3

JovianDSS @ About (D Help

E% B Backup & Recovery
{gj User Management

»c3 e‘rasks Destination servers vCenter / vSphere server
EE Failover Settings

% + Add replication task
}c% Storage Settings

Source Source i Destination path Destination retentio Description VMware int. Status
ckup & No tasks found
covery
Resulis per page: 10 v K < | Page of0 > M (W]

& ] System Settings

[% Diagnostics

www.open-e.com

Notifications @0 A0 ©O2
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Round the clock backup of everything with On- & Off-site Data Protection ap@ﬂ-e

3 Production-Hode % 3 Backup-Node x| +

3. Backup task setting

®# hitps://192.168.0.82

>
¢ Q Search e ¥ & O 2 =
. . Backup task wizard [ ]x] |
| JovianDSS: Production node
Source
—+] |P Address: 192.168.0.82 =
. Resource path —» Browse...
Retention-Interval plan for source
x
x
+ A
. . . O
In the first wizard step, click the
Browse button.
 Cancel Next >

www.open-e.com
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Round the clock backup of everything with On- & Off-site Data Protection 0/7(”/7"@

3 Production-Hode % 3 Backup-Node x| +
3. Backup task setting

@& hitps//192.168.0.82

¢ Q Search

| JovianDSS: Production node
—=1 |P Address: 192.168.0.82

Browse HEB
Zvol: f
Resource name
Pool-0/zvol00 > O
Results per page 0 v Page 1 of1 ’Q

Now, select the Pool-0/zvol00 as the s [ | ’
source volume and click the Apply - >
button.

www.open-e.com
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Round the clock backup of everything with On- & Off-site Data Protection 0/0@/7-@

3. Backup task setting

e e D A ddress: 192.168.0.82

JovianDSS: Production node

+ Production-Node ¥ e Backup-Node x|+
@& hitps//192.168.0.82 @  Q Search
Backup task wizard
3 o Source
configuration
Resource path Pool-0/zvol00 Browse...

Retention-Interval plan for source

The wizard will show the default
retention-interval plan. It can be
modified any time.

Then, please click the Next button.

Retention rules:
Asnapshot taken every 5 minute(s) v should be kept for 1 = hour(s)

Asnapshottaken every 15 minute(s) “ should be keptfor | 3 = day(s)

<[> <] 2] €] >

Asnapshot taken every 1 hour(s) v should be keptfor = 2 = week(s)

+ Add another rule

www.open-e.com

Snapshots fram source will be sent every 5 minutes (i e the shortest interval from the source retention rules)

>
fEa ¥ A9 5 =

v
voX
voX

O Restore to default

M Cancel o SEIEEES]
z
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Round the clock backup of everything with On- & Off-site Data Protection ap@ﬂ-e

+ Production-Node %« Backup-Node x|+ 5
3. Backup taSk setting @B hitps://192.168.0.82 @  Q Search wBa + 4 2 =
R . e,
IJowanDSS. Production node o
J Set remote destination for backup tasl
IP Address: 192.168.0.82
~  Destination 1
X

Retention-Interval plan for destination

In the Destination configuration
step select the Destination server.

x

v

www.open-e.com
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Round the clock backup of everything with On- & Off-site Data Protection ap@/)-e

+ Production-Node %« Backup-Node x|+

3. Backup taSk setting @B hitpsi//192.168.0.82 @  Q search w8 + & 2d

x

JovianDSS: Production node

== |p Address: 192.168.0.82
' > I

Now add the new server information i .
credentials of the Backup node. > s
In this example the IP Address: . B s
192.168.0.83 e e
Default port = 40000 can be changed T e
as well. In the Password field enter =
the current GUI password of the of | - °a”°e'>
Backup node.
Next, click the Apply button.
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«3 Production-Node X

Round the clock backup of everything with On- & Off-site Data Protection ap@ﬂ-e

+ Backup-Node x|+

3. Backup task setting

®# hitps://192.168.0.82

>
@ Q Search wae & & 0 8 =
| | e
JovianDSS: Production node
| i) Set remote destination for backup task
IP Address: 192.168.0.82
~  Destination 1
X
Destination server and resource path
Destination ser ver. 192.168.0.83:40000 v
~, Browse...
-

Retention-Interval plan for destination

In the Resource path click the
Browse button.

x

v

www.open-e.com
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Round the clock backup of everything with On- & Off-site Data Protection 0/]@/7-9

+ Production-Node %« Backup-Node x|+

3. Backup taSk setting @B hitpsi//192.168.0.82 @  Q search w8 + & 8 =

| JovianDSS: Production node
—=1 |P Address: 192.168.0.82

Browse HEB |

Zvols

Resource name

Pool-0-backup/zvol00

Results per page: 0 v K < |Page | 1 |of1| > QR

: In the Browse window select the X ool I |
i Pool-0-backup/zvol e -
: and click the Apply button. i
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Round the clock backup of everything with On- & Off-site Data Protection ap@ﬂ-@

+ Production-Node %« Backup-Node x|+

3. Backup taSk setting @B hitpsi//192.168.0.82 @  Q search w8 + & 8 =

open-e

Backup task wizard [ ]x]

JovianDSS: Production node

e ~
escefoccofescel 1 e ~  Destination 1
.
oo |P Address: 192.168.0.82 confguration 5E
ssssfeccsfocssefecnee 2
P Destination Destination server and resource path
configuration
Destination server: 192.168.0.83:40000 v
Resource path Pool-0-backup/zvol00 Browse...

The wizard will show the default
retention-interval plans. The
destination default retention is much
longer than on the source volume.
This is why the destination volume

Retention-Interval plan for destination

Snapshots from source will be sent every 5 minutes (i.e. the shortest interval from the seurce retention rules)

Retention rules

requires more storage capacity than st Bl Rl o e R B

the source. The retention-interval e e R e

plans can be modified any time. i B e R i B e T :
¥ Cancel < Back>

Now click the Next button.
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«3 Production-Node X

Round the clock backup of everything with On- & Off-site Data Protection 0/0@/7-@

+ Backup-Node x|+
®# hitps://192.168.0.82

3. Backup task setting

¢ Q Search

Backup task wizard

| JovianDSS: Production node
IP Address: 192.168.0.82

(D Integrate vCenter / vSphere server

3. vCenter / vSphere

server integration

In the vCenter / vSphere server

integration, click the Next button in
order to skip this step.

> Cancel < Bar‘ Next »

el

www.open-e.com
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Round the clock backup of everything with On- & Off-site Data Protection 0/0@/7-@

+ Production-Node %« Backup-Node x|+

3. Backup taSk setting @B hitpsi//192.168.0.82 @  Q search w8 + & 8 =

Backup task wizard [ ]x]

| JovianDSS: Production node
IP Address: 192.168.0.82

Task description

é 2vol backup

mbuffer

3. vCenter / vSphere (_D Enable mbuffer
server integration

4, Task properties

In the Task Properties please enter
the task description, and click the
Next button.

NOTE: It is possible to assign extra —
RAM for buffering the replication data
stream with the mbuffer option.

X Cancel < Back
~
-
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Round the clock backup of everything with On- & Off-site Data Protection ap@ﬂ-e

+ Production-Node %« Backup-Node x|+

=
@B, hitps://192.168.0.82 @ Q Search w8 + & 8 =

3. Backup task setting

open-e

Backup task wizard [ ]x]

JovianDSS: Production node

Jeess]ecesfescc]ecss] 1. Source

Properties
.
oo |P Address: 192.168.0.82 confguration =
ssssfecsceesceocce Resource path: Pool-0/zvol00
2. Destination
Source retention: 1h every 5min
configuration
3d every 15min
3. vCenter / vSphere 2w every 1h
server integration
Destination 1
4, Task properties
L]
Destination path: 192.168.0.83:40000/Pool-0-backupizvol0l
5. Summary
Destination retention: 12h every Smin

1w every 15min

Next, in the Summary click the Add
button.

3w every 1h

3m every 12h

vCenter / vSphere server integration

] i
b 4
-
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Round the clock backup of everything with On- & Off-site Data Protection ap@ﬂ-@

+ Production-Node %« Backup-Node x|+

3. Backup task setting e c ]9 Soo Rl TeTen=
open-¢ &y
JovianDSS @ About (D Help

E% Storage Backup & Recovery

o]
7 User Management
& g

JowanDSS Production node

ﬂ%l;_ll; B ST Tasks Destination servers vCenter / vSphere server
IP Address: 192.168.0.82 + Add eplcatontask
){% Storage Settings = . o L . e
ource Source retention  Destination path Destination retention  Description  VMware Status
Pool-0/zvol00  1h every 5min > Enabled Options v
3d every 15min 1w every 15min
{ﬁ S S 2w every 1h 3w every 1h
3m every 12h
[% Diagnostics Results per page: 10 v K < |Page | 1 |ofl| > bl O

After completing the Backup task
wizard, return to the Backup &
Recovery. It shows all the details of
the backup tasks. The Task has the
Enabled status. The status can be
either disabled or all settings can be
edited, or the task can be deleted
using the Options menu.

Notifications @0 A0 ©O2
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4. List all created snapshots

| JovianDSS: Production node
IP Address: 192.168.0.82

Next, go to the Storage menu. In the
Snapshot tab, the zvol00 includes A
and B icons. A for Auto-snapshots
and B for Backup functionality.

Once the first auto-snapshot is
created the + icon appears. After
clicking the + icon, the GUI will list all
the created snapshots.

www.open-e.com

Status:

@ Action

Snapshots

¢ Q Search

Zpool is functioning correctly.

None required-

Shares Virtual IPs

X
wae & A& 0 8 =

@ About (D Help

{) Rescan <4 Add zpool

[# Options v

> Production-Node % | ea Backup-Node x| +
@B hitps;//192.168.0.82
apen-e &3
JovianDSS
Storage
{é}% User Management
a2 © Pool-0
5=
%v Failover Settings
" State: ONLINE
x Storage Settings
Zpool D: 8822279099308699439
. Backup & Total storage 127.00 GiB
= Recovery
Disks: 8
& ] System Settings
Status Disk groups iISCSl targets
[% Diagnostics
C snapshots
- Snapshots of zvols
Name
& 2voloo [EN D
== I tosnap_2017-10-20-200500

Name

No snapshots found

- Snapshots of datasets

Options v

Options v

Notifications @0 A0 ©O2
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4. List all created snapshots

open-e

JovianDSS: Backup node
IP Address: 192.168.0.83

Next, go to the Backup node. In the
Storage menu select the Snapshot
tab.

Once the first auto-snapshot backup
is COMPLETED the + icon appears.
After clicking the + icon the GUI will
list all the REPLICATED snapshots on
the backup volume.

www.open-e.com

23 < 3 Backup-Mode 5
> p ar

@B hitps;//192.168.0.83

gpen-e o
JovianDSS

E% Storage

{é}% User Management

Storage

© Pool-0-backup

P
£33 Failover Settings
= 9

State ONLINE
}c% Storage Settings Zpool ID: 6768746494006155078
Total storage: 191.00 GiB
. Backup &
= Recovery Disks: 12
3 SEs Status Disk groups iISCSl targets

C snapshots

[% Diagnostics

- Snapshots of zvols

x

@ Q Search we & & O 2
@ About (D Help

escan zpool
R Add |

[# Options v

Status: Zpool is functioning correctly.
@ Action None required.
Snapshots Shares Virtual IPs

Name

B zvol00

‘; 100@autosnap_2017-10-20-200500

Options v

Options v

- Snapshots of datasets

Name

No snapshots found
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37



Round the clock backup of everything with On- & Off-site Data Protection ap@ﬂ-@

5 Production-Node % 3 Backup-Node X 4 ®

5. Exporting of the backup volume S c J18 oo el il

apen-e
to the target ovianges Oins OHop

E% Storage Storage {) Rescan <4 Add zpool

open-e

~
{'5}% User Management
© Pool-0-backup [# Options v

JovianDSS: Backup node

P
£33 Failover Settings
=1 9

PY Py e e IP Addl’eSSZ 1 92.1 68.0.83 Siate OHONE Status:  Zpool is functioning comactly.
sscsfosccfosccfecce }c% Storage Settings Zpool ID: 6768746494006155078 @ e ction None required.
Total storage: 191.00 GiB
T 2:22:2; Disks: 12
Stah ~- w | SCSltargets Snapshots Shares Virtual IPs
-
i . C iscsit ts new targe
In order to access the most recent s S + e
data ba CkU p the ba Cku p VOlU me W||| ] ~ ign.2017-10:backup-node targetd ——  Staius Active —— Zvols 0
need to be exported via a target. B E5EE 5
Name Type SCSIID LUN Logical size Physical size Compression  Provisioning
No volumes found
On the backup node, select the iSCSI
ta rgets ta b, then Cl |Ck the 0 ptions - Zvols not attached to targets — Zvols: 1
drop-down menu and select the ] @ optons v
Attach to ta rget. Name Type Logical size Physical size Compression Ferjsioninu
i Zvoiuu Zvol [IV[VIVRVIVEE T]=] 1o 1o WD .Uy u gl T GIEZILD tarQEI
[ Edit
il ¥ Delete

Backup tas|

|%] Add to backup task

38
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«2 Production-Node > 4 « Backup-Node ® +
5. Exporting of the backup volume L g S ik e
to the target
open-¢

| JovianD55: Backup node
—] |P Address: 192.168.0.83

Attach zvol00 to target HE |

>Target name ign.2017-10:backup-node target0 v |
ScSsIID General te
LUN 0
Access mod Read-write (default) v
i In the Attach zvol00 to target, T x cancel | [N |
: select the Target in drop-down menu i -

: and click the Add button.
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+ Production-Node X <3 Backup-Node X ®
@ &L https;//192.168.0.83 @ QSearch wBa ¥+ A& 2 =

5. Exporting of the backup volume o
to the target ovianes Oins Orop

E% Storage Storage {) Rescan <4 Add zpool

{é}% User Management

. © Pool-0-backup [# Options v
JovianDSS: Backup node ey
.I Se ailover Settings
PY Py e e IP Addl’eSSZ 1 92.1 68.0.83 Siate ONCINE Status:  Zpool is functioning comactly.
scsseecececcefecee }% Storage Settings Zpool ID: 6768746494006155078 @ PAClion None required.
Total storage: 191.00 GiB
£ Backup & i
= Recovery Disks: 12
{éﬁ SRS ERE Status Disk groups iISCSl targets Snapshots Shares Virtual IPs
[% Diagnostics C iscsl targets ~+ Add new target
- ign.2017-10:backup-node target0 —— Status: Active —— Zvols 1

[# Options |v

Now the zvol00 is listed under the
volume attached to the target
section.

The zvol00 can be connected via an
iSCSl initiator on the client’s
computer.

The user data can be accessed and
restored if requred.

Name Type SCSIID LUN Logical size Physical size Compression  Provisioning

% 1 zvol00 2vol de52f765cfI02fdb 0 1000.00 GiB 162.75 KiB 1.00  thin ™

~  Zvols not attached to targets —  Zvols: 0

[#* oOptions v
Name + Type Logical size Physical size Compression  Provisioning

No volumes found

Notifications @0 40 ©O6
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6. Detaching the volume network-
export on Backup node

sl JovianDSS: Backup node
ol ooy [P Address: 192.168.0.83

Once the data restore is completed,

the volume network-export should be
disabled again. In order to disable the
network export of the volume, click =
the Options drop-down menu and

select the Detach and confirm it by
clicking the Yes button.

www.open-e.com

+ Production-Node X <3 Backup-Node X ®
@B, hitps://192.168.0.83 @ Q Search w8 + & 2 =
open-e &
JovianDSS @ Avout @ Help
E% Storage Storage {) Rescan <4 Add zpool
~
7 ser Management
k) User M
© Pool-0-backup [# Options v
22
%v Failover Settings
— Wl Status: Zpool is functioning correctly.
S jr— Zpool ID: ST66746494005155075 @ Femn [Ty
Total storage: 191.00 GiB
. Backup &
2 Recovery Disks: 12
3 SR S Status Disk groups iISCS| targets Snapshots Shares Virtual IPs
[% Diagnostics C iscsl targets + Add new target
- ign.2017-10:backup-node target0 —— Status: Active —— Zvols 1
[# Options |v
Name Type SCSIID LUN Logical size Physical size Compression  Provisioning
1 zvol00 2vol de52fT65cfA02fdb 0 1000.00 GiB 162.75 KiB 1.00  thin ™
e [#® Edit
X Delete
~  Zvols not attached to targets —  Zvols: 0
= .t Detach
ra
[ - Attach to
Name Type Logical size  Physical size  Compression Proyj D2ciup(as
3| Add to backup task
No volumes found I"I P
A~

Notifications @0 40 ©O6
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+ Production-Node X <3 Backup-Node X ®
7. Cloning of snapshots backup data 08 rpeonicaim & J oSt o el
open-e o<y
JovianDSS @ About (D Help

E% Storage Storage {) Rescan <4 Add zpool

@% User Management

. © Pool-0-backup [# Options v
sl JovianDSS: Backup node o R——
PY Py e e IP Addl’eSSZ 1 92.1 68.0.83 Siate OHONE Status:  Zpool is functioning comectly.
sscsfosccfosccfecce }c% Storage Settings Zpool ID: 6768746494006155078 @ e ction None required.
Total storage: 191.00 GiB
. Backup &
= Recovery Disks: 12
@ﬁ SRS ERE > Snapshots Shares Virtual IPs
3 5 "\
In order to access not the most 55 osonesics © SlaEics

- Snapshots of zvols

recent but previous data backup, the
requested snapshot will need to be

cloned first. i
B zvol00 Options v
Pvol00@atosnap_2017-10-20-200500 Options v
In the Sna Ps hots ta b, click the Zvol00@autosnap_2017-10-20-201000 Options v
zvol00@autosnap_2017-10-20-201500 ¥ Delete

Options drop-down menu and select
the Clone.

Q Snapshot details
- Snapshots of datasets —
> |+} Clone

O Rollback

Name

No snapshots found v

Notifications @0 40 ©O6
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7. Cloning of snapshots backup data R

<5 Backup-MNode X

Round the clock backup of everything with On- & Off-site Data Protection 0/7(”/7"@

X
¢ Q Search =

we & & O 2

| JovianD55: Backup node
—] |P Address: 192.168.0.83

Clone "zvol00@avtosnap_2017-10-20-201000"

zvol00-clone

> (D Attach to target

Enter the volume-clone name and
select the Attach to target

X Cancel | | v Add | |

www.open-e.com
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7. Cloning of snapshots backup data LAl

<5 Backup-Mode X B

Round the clock backup of everything with On- & Off-site Data Protection 0/]@/7-9

>
¢ Q Search =

we & & O 2

| JovianD55: Backup node
IP Address: 192.168.0.83

Clone "zvol00@autosnap_2017-10-20-201000"

Clone properties
> Nam 2vol00-clone
) Attach to target
Target name iqn.2017-10:backup-node target( v
E SC3I ID: Generate
Select the target from the drop-down : on 0
menu and click the Add button. Access moce Read-uite (deau

W
x ‘
coce . RN

-
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7. Cloning of snapshots backup data

sl JovianDSS: Backup node
IP Address: 192.168.0.83

A new zvol00-clone has been created
and attached to the target.

The zvol00-clone can be connected
via an iSCSI initiator on the client’s
computer.

The user data can be accessed and
restored if requred.

+3 Production-Node 3«2 Backup-Node X S
@ hitps://192.168.0.83
open-¢ e
JovianDSS
5% Storage Storage

{é}% User Management

© Pool-0-backup

P
£33 Failover Settings
= 9

" State: ONLINE
x Storage Settings
Zpool D: 6768746494006155078
=5 Backup & Total starage 191.00 GiB.
= Recovery
Disks: 12

& ] System Settings

@ Action

*
@ Qsearch wae & A& 0 8 =

@ About (D Help

{) Rescan <4 Add zpool

[# Options v

Zpool is functioning correctly.

None required-

Status Disk groups iISCSl targets Snapshots Shares Virtual IPs
[% Diagnostics
C iscsl targets -+ Add new target
- ign.2017-10:backup-node target0 —— Status: Active —— Zvols 1
[# Options |v
Name Type SCSIID Logical size Physical size Compression  Provisioning
> 1 zvol00-clone clone 720d622727d30539 1000.00 GiB <1B 1.00  thin ™
~  Zvols not attached to targets —  Zvols: 1
[# Options |v
Name + Type Logical size Physical size Compression  Provisioning
> 1 zvol00 zvol 1000.00 GiB 162.75 KiB 1.00 thin =

www.open-e.com
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9 > Production-Node %« Backup-Node x|+

7. Cloning of snapshots backup data DR pem oo ¢ JI% somn il

gpen-e o
JovianDSS © About (D Help

E% Storage Storage {) Rescan <4 Add zpool

{gj User Management

. .
. . 2, i
4l JovianDSS: Production node | EEUSSNEEEN o rool-o @ Opons v
Tl |P Address: 192.168.0.82
" State: ONLINE =
ssosfesscfocscefense )c% Storage Settings Status: Zpool is functioning comectly.
Zpool 1D $622279099308699439 @ Action None required.
. Backup & Total storage 127.00 GiB
Recovery
Disks: 8
@'ﬁ System Settings
Status Disk groups iISCSl targets Snapshots Shares Virtual IPs

[% Diagnostics

C snapshots

- Snapshots of zvols

. . . 2 Name
After a while the GUI will list more T T Ostons
a uto Created Snasphots, acco rdi ngly > zvwol00@autos This resource has a replication BACKUP task configured Options v
to the retention_inte rva I pla nS 2zvol00@autosnap_2017-10-20-201000 Options v
. . . . zvol00@autosnap_2017-10-20-201500 Options v
defl ned I n the repl Icatlon taSkS’ zvol00@autosnap_2017-10-20-202000 Options v
- Snapshots of datasets
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