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Data center integrates
High Availability Active-Active Cluster
and ZFS-based long-term storage

esacom deploys Sasquatch SDS | V7 Metro HA
with Open-E DSS V7 and Sasquatch SDS | ZFS Variety
with Open-E JovianDSS

The esacom data center in Germany is an IT service provider focused on
Cloud services, IT services and SAP solutions for SMB customers. With
privacy, availability, security and uninterrupted operations, the company
offers a wide range of services - from outsourcing, service desk or
monitoring to virtualization, at the same time being reliable, customer-
oriented and available 24/7.
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Challenge

The existing storage infrastructure at esacom was based on Fibre Channel. To make the data
center even more efficient, to increase data security and to offer customers more flexibility,

the company planned for a re-organization. The goal was to include a connection via 10GbE to
VMware ESX servers, giving data center users the opportunity to use virtual machines for their
own and their customers’ infrastructure. The storage systems were supposed to be divided into
two fire protection zones, serving as storage for all Cloud applications.

Solution

A solution was developed in cooperation with Sebastian Templin of Open-E's Platinum Partner
Rausch Netzwerktechnik. Because of the various requirements for the virtual machines, a
comprehensive cluster and long-term archiving concept with two storage levels was introduced.
It was splitinto a Tier 1 level via 10K SAS drives with built-in SSD Cache for high-performance
applications, and a Tier 2 level with standard virtual machines.

The virtualized storage environment was configured over both fire protection zones as an Active-
Active Cluster with the software operating system DSS V7 by Open-E to guarantee synchronous
replication and High Availability of all customer data. For long-term archiving, the system was to
be set up with the ZFS-based software Open-E JovianDSS which enables data management in
long-term storage through features such as check-summing, deduplication or compression.

Hardware-Setup
Sasquatch SDS | V7 Metro HA and Sasquatch SDS | ZFS Variety
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Active-Active Cluster

- Sasquatch SDS | V7 Metro HA
24-waySystem, 2U, redundant power
supplies / fans and rackmount kit
JBOD extension, 44 slots

Intel E5-1620v4 CPU, 32GB DDR4 RAM

4 x 10GbE SFP+ for replication and storage,
2 x 1GbE for management

LSI 12Gbit RAID controller for hybrid disks

LSI 12Gbit RAID controller for storage pool (ar-
chive)

14 x 1,2TB 10k SAS disks with NAND SSD Cache
(13TB net)

24 x 4TB Enterprise disks (84TB net)

2 x Dell networking N4032F switches
for connection

Open-E DSS V7 Unlimited license with Active-Active
extension

5 years Open-E support and 5 years hardware NBD
(5x9) support

Benefits

Arne Lammert, IT Manager at esacom:

Long-term archiving
- Sasquatch SDS | ZFS Variety

12-way chassis, 8 x 2TB HDDs
(12TB net 2 x RAID-Z1)

2 x 1GbE for management, 2 x 10GbE SFP
+ for storage

1 x 1GbE for hardware management
32GB RAM, Intel E3-v5 CPU
12Gbit SAS HBA

16TB Open-E JovianDSS license
incl. 3 years support

5 years hardware support NBD

“We are absolutely happy with our new storage environment. Due to the professional
consulting, fast communication and a direct contact at Rausch Netzwerktechnik, the
implementation was extremely convenient. With reliable meeting arrangements we
were able to schedule the on-site installation perfectly and without any downtime for
our customers. Our after-sales questions were addressed immediately. And all that was
provided at the absolute best price-performance ratio.”






